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A New Approach for the Morphological Segmentation
of High-Resolution Satellite Imagery

Martino Pesaresi and Jon Atli Benediktsson, Member, IEEE

Abstract—A new segmentation method based on the morpho-
logical characteristic of connected components in images is pro-
posed. Theoretical definitions of morphological leveling and mor-
phological spectrum are used in the formal definition of a mor-
phological characteristic. In multiscale segmentation, this charac-
teristic is formalized through the derivative of the morphological
profile. Multiscale segmentation is particularly well suited for com-
plex image scenes such as aerial or fine resolution satellite images,
where very thin, enveloped and/or nested regions must be retained.
The proposed method performs well in the presence of both low ra-
diometric contrast and relatively low spatial resolution. Those fac-
tors may produce a textural effect, a border effect, and ambiguity
in the object/background distinction. Segmentation examples for
satellite images are given.

Index Terms—High-resolution satellite imagery, leveling, math-
ematical morphology, morphological segmentation.

I. INTRODUCTION

I N THIS paper, a new segmentation method is proposed.
The proposed method uses the residuals of morphological

opening and closing transforms based on a geodesic metric.
The proposed approach may be considered analogous to
region growing techniques. However, in contrast to the use of
statistical local properties as in region growing approaches,
the proposed method uses a pixel similarity rule based on
the morphological characteristic of connected components in
images. In the proposed approach the morphological residuals
between the original grey-level function and the composition
of a granulometry and an anti-granulometry by reconstruction
are used to build a morphological profile function. Recent
theoretical advances in mathematical morphology, such as
the definitions of leveling and themorphological spectrum,
form a theoretical framework for the formal definition of the
morphological profile function. This function is interpreted as
a fuzzy membership function related to a set of morphological
characteristics of the connected components in the image. A
labeling phase is then formalized using a decision rule based
on the greatest value of the derivative of the morphological
profile function.

The proposed approach is different from standard morpholog-
ical segmentation approaches which are based on an edge-detec-
tion phase (watershed line extraction on a gradient image). The
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proposed method can be applied with both single-scale and mul-
tiscale approaches. Therefore, the original contribution of the
paper is the definition of a morphological segmentation method,
which avoids gradient computation and can be applied either to
single-scale or multiscale image processing problems.

The proposed method is particularly well suited for the seg-
mentation of complex image scenes such as aerial or fine-res-
olution satellite images. In segmentation of such scenes, very
thin, enveloped and/or nested regions may have to be retained.
Therefore, edge-detection based on gradient computation does
not perform well for such scenes. The proposed method also
performs well in the presence of both low radiometric contrast
and relatively low spatial resolution, which may produce a tex-
tural effect, a border effect, and ambiguity in object/background
distinction. All these factors are critical and lead to an instability
effect if segmentation methods based on an edge-detection ap-
proach are applied.

The paper is organized as follows. In Section II, some basic
concepts of the mathematical morphology approach to image
analysis are reviewed. The general context that justifies the pro-
posed method is discussed in Section III. Section IV contains the
extension of the region growing approach to multiscale image
segmentation. Application examples of segmentation processes
applied to satellite images are given in Section V. Finally, con-
clusions are drawn in Section VI.

II. I MAGE PROCESSING BY AMORPHOLOGICALAPPROACH

Mathematical morphology is the name of a collection of op-
erators based on set theory and defined on an abstract structure
known as an infinite lattice. These operators were first system-
atically examined by Matheron and Serra in the 1960s and are
an extension of Minkowski’s set theory [1], [2]. Morphological
operators include erosion, dilation, opening, closing, rank fil-
ters (including median filters), top hat transforms, and other de-
rived transforms. These operations can be defined on binary or
greyscale images in any number of dimensions. They can also be
defined with Euclidean (isotropic) or non-Euclidean (geodesic)
metrics.

The main application areas for the tools of mathematical mor-
phology have been medical imaging, material sciences, and ma-
chine vision, where morphological transformations are partic-
ularly useful for image analysis and image enhancement. In
the processing of satellite remote sensing data, mathematical
morphology has until recently only had sporadic applications.
There, it is mainly known for its binary and Euclidean opera-
tors that have been used for post-classification procedures like
“salt-and-pepper” removal or other visual enhancement proce-
dures.

0196–2892/01$10.00 © 2001 IEEE
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A. Morphological Transforms

1) Definitions and Notation:A complete lattice is a math-
ematical structure that can formalize an ordering relation, and
the two basic operations infimum () and supremum (). For
a particular set, the infimum is the greatest lower bound and
the supremum is the smallest upper bound. Now let us consider
transformations defined on a complete lattice.

A transformation is called

1) increasingif and only if it preserves order,
2) idempotentif and only if ,
3) a morphological filter, if it is increasing and idempotent.
Following a usual notation, is an underlying digital grid of

any type in the subset of . Also, is the set of
neighbors of a pixel with respect to the grid , and
is the morphological transformation of using as a struc-
turing element (SE). Since the subgraph of an-dimensional
image corresponds to a one-dimensional (1-D) set, 1-D
SEs can be used to investigate the morphology of-dimensional
image structures. However, it is often recommended to use-di-
mensional SEs in order to be independent from the image grey
scaling, and in order to work with faster algorithms. These latter
SEs are referred to asflat SEs because they are only of two
dimensions in the case of two-dimensional (2-D) images. On
the contrary, 1-D SEs are calledvolumetric, nonflat, orgrey
scaleSEs [3].

2) Euclidean Transforms:Let us assume that we have a flat
structuring element that corresponds to the neighborhood

. Then, the erosion of the grey level function using the
structuring element is defined by the infimum of the values
of the grey level function in the neighborhood

(1)

Dilation is similarly defined by the supremum of the neigh-
boring values and the value of as

(2)

Classically,opening is defined as the result of erosion fol-
lowed by dilation using the same SE

(3)

Similarly, closing is defined as the result of dilation followed
by erosion with the same SE

(4)

One of the characteristics of opening and closing operators
is that they erase structures that are smaller than the SE. If a
greyscale image is interpreted as a topographical relief, then
opening cuts peaks. In contrast, closing fills valleys that are
smaller than the SE (have a thinner support). This effect can
be observed by the computation of the residual between the
filtered image and the original image in thetop hat transform

(5)

and theinverse top hat(or bot-hat) transform

(6)

B. Different Metrics

Morphological transformations can either use a clas-
sical Euclidean metric or a non-Euclidean geodesic metric
(with geodesictransforms andreconstructionmorphological
filtering). Reconstruction filters form an important class of
morphological and connected filters [4], [5]. The reconstruction
filters have been proven to be very useful for image processing
[6] since they do not introduce discontinuities, and therefore,
preserve the shapes observed in input images. In other words,
the nonisotropic metric used in morphological transformations
by reconstruction makes these transformations not sensitive to
noise. Another effect of the nonisotropic metric is that their SE
is adaptive and does not introduce much shape noise in both
filtering and detection of structures.

1) Geodesic Transforms:Equations (3) and (4) use an
isotropic metric where the shape and size of the SE is a constant
for all points in the domain of , independent of the
structures present in the image. Basic dilation and erosion
transforms can also be formalized with the notion of geodesic
distance. Given a set (or a mask), the geodesic distance
between two pixels and is the length of the shortest path
in , which joins and . Let be a discrete
set and let . Then it is possible to define an elementary
geodesic dilation (and similarly erosion) of inside with
an SE of minimal size; SE (defined as only one step in
the grid ). A standard dilation of size one followed by an
intersection is defined by

(7)

where is the binary Euclidean dilation of the set
using SE .

In the greyscale case, the geodesic greyscale dilation of
inside based on the elementary SE is the infimum of
the elementary dilation of and the value of

(8)

For computational purposes, it is interesting to note that
geodesic dilation of a given size can also be obtained by
iterating elementary geodesic dilations

(9)

By duality, similar observations can be made for the erosion
transform.

2) Reconstruction:The reconstruction of from
is obtained by the iterative use of an elementary

geodesic dilation of inside until idempotence is achieved
[7]

(10)
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For a greyscale image with a flat SE, the union operator in (10)
is equivalent to a supremum operation. Then the greyscalere-
construction of the image (also called themask) from

(also called themarker) is obtained by the iterative use of el-
ementary greyscale geodesic dilations ofunder until idem-
potence is reached, i.e.,

(11)

The definition of greyscaledual reconstructionby erosion is
similar to (11). Let and be two greyscale images defined
on the same domain and such that . The dual greyscale
reconstruction of the image from the image is ob-
tained by iterating the greyscale geodesic erosion ofabove
until idempotence is reached, i.e.,

(12)

C. Watershed Segmentation

Watershed line detection [8] is the main tool of mathematical
morphology used for image segmentation. Watershed segmen-
tation was introduced in image analysis by Beucher and Lan-
tuéjoul [9] and defined mathematically by both Meyer [10] and
Najman and Schmitt [11]. However, except for a few simple
cases where the target object is brighter than the background or
vice versa, watershed segmentation cannot be applied directly.
Generally, the method is applied to images that have been trans-
formed by a gradient-like operator based on a measure of the
local slope of the grey level function. Watershed extraction gen-
erally means the thinning of a gradient image with a homotopic
transformation. It also involves the detection of basins as regions
and crest lines as boundaries for these regions. For these reasons,
a watershed approach generally leads to finding the structures in
an image based on an edge-detection strategy. The standard ap-
proach in watershed segmentation causes severe over-segmen-
tation, which may be difficult to overcome. This over-segmen-
tation is due on the one hand to the presence of irrelevant local
minima and local maxima in the image. On the other hand, it is
also due to the presence of texture effects derived by the spa-
tial interaction between the size of the object in the scene and
the spatial resolution of the sensor. Since watershed segmenta-
tion depends on gradient calculus, a common (linear) approach
to overcome the over-segmentation effect is to filter the input
image with a low-pass filter prior to gradient extraction. By that,
the final number of regions is decreased, but all relevant high
frequency (spatial) information will be lost.

The standard nonlinear solution to the over-segmentation
problem was introduced by Meyer and Beucher [8]. Their
solution is a marker selection followed with flooding of the
relief formed by the gradient obtained from these markers. The
marker detection is the main problem with this approach. If
there is no external information available, the marker detection
problem is generally solved by morphologically filtering
(usually by geodesic closing) the gradient image. Then the

filtered gradient is thresholded. In (4), closing is defined by
morphological dilation followed by erosion in (4). Therefore,
the watershed-plus-marker approach assumes that the local
minima of the gradient, which are smaller (thinner) than the
SE, are not relevant. The same applies to grey level edges with
values less than a given threshold.

All the abovementioned approaches assume that the region
of interest for detection is large and homogenous relative to the
spatial and spectral resolution of the sensor. Consequently, these
approaches are very hard to apply in segmentation of textured
or very complex scenes. They also often lead to results that are
not stable.

III. COMPARISON OFOPENING AND CLOSING BY

RECONSTRUCTION

The segmentation of urban scenes detected by satellite sen-
sors is an excellent example of the inadequacy of the large-and-
homogeneous region approach. In satellite remote sensing, the
spatial resolution of commercial sensors currently reaches 5
5 to 2 2 m per pixel. For these resolutions, the heterogeneity
(different adjacent materials and spectral response) and geo-
metrical complexity (small objects, 3-D/shadow effects) of the
urban scenes may produce texture effects in images for struc-
tures that can be one to two pixels wide. Urban applications
may also require the detection of very thin, or complex, elon-
gated, and nested structures. At a given sensor resolution where
there is not a clear distinction between the object and the back-
ground, the standard approach to morphological segmentation
may be inadequate. In those situations, any attempt to find some
kind of an edge of a structure has as an effect on the production
of “surfaces of edges,” where most of the pixels are connoted as
“border pixels.”

It is well known that there are two fundamentally different
strategies for image segmentation: edge detection and region
growing. Even though the standard approach to morphological
segmentation is dependent on edge-detection, it is possible to
consider a different morphological approach to the segmenta-
tion problem. The idea here is to try to characterize image struc-
tures by their morphological intrinsic characteristics instead of
using their boundaries. In a hypothetical approach using a mor-
phological region-growing technique, the border of a detected
structure can be of size zero, thus avoiding the aforementioned
surface-of-edges problems in segmentation of complex imagery.
Therefore, a structure or an “object” in the image could be a
connected component (region of pixels) with the same charac-
teristics, measured by some kind of a morphological operator.

It is a common practice to use the opening and closing trans-
forms in order to isolate bright (opening) and dark (closing)
structures in images, where bright/dark means brighter/darker
than the surrounding structures in the image. In order to isolate
structures with a thinner support than a given SE, a widely ap-
plied technique is to take the residuals of the opening, closing,
and original images by thetop hat(5) andinverse top hat(6)
transforms. Consequently, the idea is to use a composition of
opening and closing transforms in order to build a definition for
the morphological characteristics.
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A. Definition of Leveling

The composition of opening and closing operations by recon-
struction has recently been formalized asleveling. Leveling was
introduced in [12]–[14] starting from the combination of two
spatially connected operators:monotone planingsand flatten-
ings [15]. Applications of leveling techniques include object-
oriented image compression, but an important feature of lev-
eling is that it can be applied to an original image producing out-
puts at different levels of simplification. Object-oriented image
compression also takes advantage of the fact that after leveling
an image only has flat connected components. Leveling tech-
niques are well documented in the literature. Therefore, they are
only introduced here briefly for clarification purposes.

From (3), (4), (11), and (12), it is possible to define opening
and closing transforms by reconstruction.Opening by recon-
structionis obtained by using (11) for the reconstruction of the
erosion under the original image. Similarly,closing by recon-
struction is obtained by using (12) for dual reconstruction of
the dilation above the original image. Based on (3) and (11),
opening by reconstruction can be defined by

(13)

In a similar fashion, closing by reconstruction can be defined
based on (4) and (12) by

(14)

Opening and closing by reconstruction can be considered as
lower-leveling (opening) and upper-leveling (closing)
operations [13]. A function is an upper-leveling of a function

if and only if for any couple of connected neighboring pixels
( ), the following applies:

(15)

Similarly, a function is a lower-leveling of a function if and
only if for any couple of connected neighboring pixels (),
the following applies:

(16)

It is possible to show [14] that all connected components in the
upper-leveling function are flat where , while in the lower
leveling, the same occurs where . A function is called a
leveling of a function if it is both an upper and lower leveling
of .

The algorithm proposed in Meyer [13] for the computation of
leveling requires a preliminary definition of two disjoint sets
and . Those two sets delimit two partitions of the image, where
either reconstruction by opening or reconstruction by closing of
a marker is applied. This is achieved by the use of the minimum
value in the destination lattice for the opening and the maximum
value for the closing. Consequently, the leveling is defined by

(17)

The requirement of preliminarily partitioning the image into
two sets and is the main problem with the leveling ap-
proach. That problem is solved in [13] with a marker-gradient
flooding method. However, the solution in [13] has the afore-
mentioned problems related to the edge-detection approach.
Therefore, some alternative solutions are presented in the next
sections.

B. Definition of Morphological Characteristics

Following the approach proposed here, a structure or an
“object” in an image is defined as a connected component
of pixels sharing the same morphological characteristics. An
idea proposed here is to use the residuals obtained from the
original image and its leveling for a measure of those charac-
teristics. The simpler and intuitive taxonomy of morphological
characteristics could, for a given spatial domain, be the set


at concave convex . It is referred to here as
the local curvature of the grey level function surface, where a
given SE determines the spatial domain.

In order to define the morphological characteristics, we pro-
pose an alternative to Meyer’s leveling algorithm. We will base
this alternative on fuzzy logic, thus avoiding the problem of the
ex-ante partition of the two complementary setsand in
(17). Let the residuals between any opening by reconstruction
(or closing by reconstruction) and their original function be in-
terpreted as a measure of the relative brightness of the structure
(or relative darkness). Then, one membership functioncan be
written relative to the class “convex” and another membership
function relative to the class “concave”

(18)

(19)

The leveling algorithm can now be rewritten as a decision rule
based on the greatest value of the membership function

(20)
In this perspective, given an image with a grey level function
and an SE , the segmented imageof the characteristic can

simply be a tessellation of three different labels like “convex” ,

“concave” , and “flat” as

(21)

For this segmented image, pixels where the lower leveling is

strictly lower than the original imageare labeled , and pixels
where the upper leveling is strictly greater thanare labeled as

. Pixels labeled have maintained the same value ofin both
the upper and lower leveling. Therefore, those pixels have been
indifferent to the erosion/dilation-reconstruction process with a



PESARESI AND BENEDIKTSSON: MORPHOLOGICAL SEGMENTATION OF HIGH-RESOLUTION SATELLITE IMAGERY 313

Fig. 1. Simulation of the proposed segmentation method over a strip of 31 pixels. (a) Dilation off(x) by a structuring element of five pixels. (b) Erosion off(x)
by the same SE as in (a). (c) Upper-leveling off(x) as dual reconstruction of the dilation abovef(x). (d) Lower-leveling off(x) by reconstruction of the erosion

underf(x). (e) Segmentation based on (21) withk = 1, k = � 1, k = 0. (f) Segmentation based on (22) with� = 2.

given SE of size , where can be considered as the spatial
domain of the characteristic function .

1) Softer Object/Background Distinction:In case of uncer-
tainty or ambiguity in distinguishing between scene foreground
and background, it is also possible to soften the conditions of
the morphological characteristics by rewriting (21) as

(22)

for a given level of contrast ( 0). With 0, (21) and
(22) are equivalent. On the other hand, by increasing the value of

, the level of necessary contrast is increased in order to avoid
the labeling of the pixels with the “flat” label. Thus, the level

could be interpreted as a threshold used in distinguishing be-
tween the foreground and background of the image.

C. Example

In Fig. 1, the application of the proposed method is shown for
a strip of 31 pixels having associated signal values in the discrete
range [1, , 10]. Fig. 1(a) and (b) shows the selection phase
for the dilation [Fig. 1(a)] and erosion [Fig. 1(b)] markers of the

original grey level function. Fig. 1(c) and (d) show the dual re-
construction of the dilation and the reconstruction of the erosion
as upper-leveling [Fig. 1(c)] and lower-leveling [Fig. 1(d)] of the
original function. Fig. 1(e) and (f) represent the segmentation of
the original function with 0 [Fig. 1(e)] and 2 [Fig. 1(f)],

where 1, 1, 0. Note that pixels with indices
from 11 to 14 are strictly flat at the given size of SE (five pixels).
Also, note the increase of the size of the flat areas with the in-
creasing value of . Pixels with indices from four to ten show
a low contrast for this SE size. They are assigned a “flat” label
if the value of is augmented. Because of the nonlinear nature
of this approach, structures that have a greater contrast than
maintain exactly the same behavior in the segmentation (pixels
with indices from 18 to 31). This mechanism can be useful if
we want, for a given spatial domain, to distinguish the response
due to the presence of structures in an image from the signal
produced by noise.

IV. M ULTISCALE EXTENSION

As described previously, segmentation using residuals ob-
tained from the original grey level function and a composition
of operations of opening and closing by reconstruction requires
the definition of the spatial domain where the method is applied
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in terms of a SE size. Some structures may have a high response
for a given SE size and a lower response for other SE sizes. That
depends on the interaction between the SE size and the size of
the structure. Sometimes we know ex-ante the size of the struc-
tures that is to be detected. However, that is often not possible,
and then a single-SE-size approach appears to be too simplistic.
Therefore, it may be a good idea to use a range of different SE
sizes in order to explore a range of different hypothetical spa-
tial domains. Consequently, the best response of the structures
in the image will be used for segmentation. Given our proposed
segmentation method, it is straightforward to extend the same
concept to multiscale processing.

Theoretically, the intuitive idea of multiscale morphological
characteristics can be interpreted as a variation of the notion of
a morphological spectrum. It can be defined as an extension of
theopening spectrumstudied by Haralicket al. [16] or thepat-
tern spectrumdefined in Maragos [17]. Both are based on the
definition of some kind of granulometry [18] for the opening
spectrum. This means that an image sequence is created by the
computation of the differences between successive images in
a granulometry generated by a flat SE family with an integral
index set. Applications of variations of the morphological spec-
trum have been proposed for image noise reduction [19] and
pseudo band-pass image decomposition [20].

The definition of leveling is stricter than that of the morpho-
logical spectrum. The reason is that leveling requires opening
and closing operations made by reconstruction. In contrast, the
morphological spectrum can also be extracted by composition
of Euclidean opening and closing operations. Given the afore-
mentioned theoretical similarities, the idea of the multiscale seg-
mentation based on the derivative of the morphological profile
(DMP) is developed in the following section.

A. Definition

Let the vector be theopening profileat the point of
the image defined by

(23)

and let the vector be theclosing profileat the point of
the image defined by

(24)

Here
for 0 by the definition of opening and closing by recon-
struction. Given (23) and (24), the opening profile can also be
defined as a granulometry made with opening by reconstruction,
while the closing profile can be defined as an antigranulometry
made with closing by dual reconstruction. The derivative of the
morphological profile is defined as a vector where the measure
of the slope of the opening-closing profile is stored for every
step of an increasing SE series.

The derivative of the opening profile is defined as the
vector

(25)

By duality, the derivative of the closing profile is the
vector

(26)
In general, the derivative of the morphological profile , or
the DMP can be written as the vector

(27)

for an arbitrary integer with equal to the total number of
iterations.

Given all of the above, the morphological multiscale charac-
teristic of the image at the point can be defined as the SE
size with the greatest associated value in the followingfunc-
tion:

(28)
Equation (28) can be rewritten in order to maintain informa-

tion about the type of structure that is to be detected. In order
to do that, themultiscale-opening characteristic of the
image at the point can be defined by

(29)

Similarly, themultiscale-closing characteristiccan be defined
by

(30)

With these definitions, an algorithm for multiscale segmentation
of the image , based on its characteristic, can be written by a
generalization of (21) and (22) as

(31)

In (31), the label of the morphological characteristic is the
iteration code of the opening or closing series that correspond
to the greatest value of the derivative. If this greatest derivative
value is strictly equal for both the opening and the closing series,
the “flat” label is applied. In this sense, an image structure is a
set of connected pixels or a connected component with the same
value of . The function takes the following values.

1) In the range in case of prevalently
“convex” regions.

2) In the range in case of prevalently
“concave” regions.

3) 0 in case of prevalently “flat” or morpho-
logically “indifferent” regions for all the used sizes of

.
Finally, in a similar fashion to what was done when (22) was

derived, (31) can be extended for the case of a contrast threshold
for a structure

(32)
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Fig. 2. Derivative of the morphological profile relative to different points in a densely built-up area. (a) Original piece of IRS-1C satellite scenewith 5� 5 m of
spatial resolution. (b) Commercial building. (c) Small street (d) Residential building. (e) Small green area.

Fig. 3. Morphological decomposition of the image in Fig. 2 by using the derivative of the opening and closing profiles. The images have been visually enhanced.
The derivative has been calculated relative to a series generated by six iterations of the elementary SE (size= 3� 3 pixels).

B. Example

Thegeneralideaunderlyingtheproposedsegmentationmethod
is that the derivative curve is some type of a structural or
morphologicalsignature thatcanbeusedfor thepixeldiscrimina-
tion by morphological criteria. The structural or morphological
signature is analogous to the spectral signature approach of the
multispectral satellite images. Figs. 2 and 3 show the multiscale
derivative of the morphological profile for a small sample of
satellite image from a densely built-up area (sensor: IRS-1C
panchromatic, 5 5 m of spatial resolution). In this example, a
rangeofsizesofSEswasused.Thisrangewasderivedbasedonsix

iterationsoftheelementaryeight-connectedSE[using(9)],which
producesaSEsizerangefrom33upto13 13pixels.

Fig. 2 shows the derivative curve for four representative ob-
jects: a commercial building, a street inside urban texture, a
residential building, and a green area. The histograms on the
right show the level of the derivative relative to the opening and
closing series for every step of the iteration. Note how the be-
havior of the derivative curve stores information about
both the type and the size of the connected components inside
the image. Connected components that are brighter than their
adjacent components have a function that is unbalanced to
the right (opening series), while darker connected components
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Fig. 4. (Top) Portion of an IRS-1C panchromatic scene over a densely built-up area from Milan, Italy (1998, ANTRIX, SIE, Euromap). (Bottom) The histogram
of the IRS-1C image. The image covers an area of 4� 4 km with a resolution of 5� 5 m (800� 800 pixels). The image has been enhanced for visualization by
min–max histogram stretching.

show a function that is unbalanced to the left (closing se-
ries). The point where takes the maximum value is used
to record the size of SE, which gives maximum response. Con-
sequently, this point gives a good indication of the size of the
structure in the given spatial domain range, which can be used
in the definition of the proposed . That is in contrast to
the decomposition of electromagnetic signals by spectral slices,
which is common for multispectral images. It can be noted in
Fig. 3 how the proposed multiscale derivative approach decom-
poses the image by the morphological criteria.

V. APPLICATIONS

A. Previous Experiments

The idea to use a composition of opening transforms for
a morphological segmentation of satellite data was proposed
some time ago for the detection of different urban structures
[21], [22]. In the experiments in [21], [22], segmentation labels
were obtained after the arithmetic summing of an opening
series with an increasing SE. The method is only applicable
to Boolean maps (binary or 2 grey-level images), and it does
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Fig. 5. Segmentation of the image in Fig. 4 by single-scale leveling (21). The

utilized SE is an octagon of diameterd = 35 m (seven pixels) withk = white,

k = black, andk = medium grey.

not use geodesic metric. More recently, Pesaresi and Kanel-
lopoulos [23] used a composition of geodesic opening and
closing operations of different sizes in order to build a mor-
phological profile. Then, they used a neural network approach
for the classification of structures. The difference between
their method and the method proposed here is that in [23], the
absolute residual between the original image and the opened or
closed one was used as a morphological characteristic function.
Therefore, the method in [23] cannot be used for multiscale
segmentation since it limits the explored spatial domain by a
restraint range of SEs. The method proposed here is both more
general and more robust than all the methods above. That will
be demonstrated by the following application examples.

B. Application Examples

Examples of the application of the proposed method are now
given for the segmentation of two satellite high-resolution data
sets. The satellite imagery is taken from a densely built-up area
(Milan, Italy) and from an agricultural area connoted by scat-
tered settlement (NE of Athens, Greece). Both data sets were
recorded by the IRS-1C panchromatic sensor, which has ground
spatial resolution of 5 5 m . The images used in the experi-
ments are a sub-sample of 800800 pixels (4 km 4 km) of
surface from an original scene of about 15 00015 000 pixels
(75 km 75 km).

1) Example 1: Fig. 4 shows the subsampled image from
Milan. It is easy to note the relatively poor dynamic range of the
data recorded by the sensor. As a consequence, the frequency
histogram is concentrated around grey level 50. Relevant
objects in urban remote sensing applications, such as buildings

Fig. 6. Portion of IRS-1C panchromatic scene over an agricultural and
scattered settlement area NE of Athens, Greece, 1998 (ANTRIX, SIE,
Euromap). The image covers an area of 4� 4 km with a resolution of 5� 5
m meters (800� 800 pixels). The image has been enhanced for visualization
by min–max histogram stretching.

and streets, can have a thickness of 1 to 2 pixels in images with
a comparable resolution to the resolution of this image. Most
of the pixels in such images are placed between the borders
of different ground objects. Therefore, the dynamic range
can be critical if it is needed to apply standard morphological
segmentation based on contour detection.

Fig. 5 shows the results of the application of the proposed
method for segmentation. In this experiment, the single-scale
approach in (21) was used. Consequently, the reconstruction of
the erosion under the original image and the dual reconstruction
of the dilation above the original image were composed using
only one SE size. Both erosion and dilation were done with a
SE equal to an octagon of diameter 7 pixels (35 m on the
ground), which is close in dimension to the most relevant ob-
jects in the scene (buildings, roads). White, black, and medium

grey pixels were labeled by the segmentation procedure as,

, and , respectively. By looking at Fig. 5, it can be noted that
the segmentation method appears to correctly detect most of the
relevant regions. In the figure, the urban structure is well high-
lighted even though it is very complex. It is also interesting that
buildings generally appear labeled as radiometric “convex” cur-
vature, while roads appear to be labeled as radiometric “con-
cave” curvature. This can be useful for a successive automatic
classification phase. Finally, note that most of the commercial
buildings on the bottom right of the image have been labeled as
radiometric “flat.” That occurred because the dimension of the
utilized SE is smaller than the size of the object.

2) Example 2: Fig. 6 shows the subsampled image from a
scattered settlement on the N-E of Athens, Greece. It is easy
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to note the co-presence in the scene of objects/regions of dif-
ferent sizes. As a consequence, the multi-scale approach de-
fined in (31) was applied. Fig. 7 shows the segmentation results.
The spatial domain explored in this experiment was given by a
range of 10 increasing octagonally-shaped SE’s with a diam-
eter ranging from 7 pixels (45 meters) up to 61 pixels (305 me-
ters). The step from iteration to iteration was equal to
6 pixels (30 m.). Consequently, the final number of labels was

, including the “flat” label. In Fig. 7, the
function took values as follows:

1) In the range in case of prevalently
“convex” regions.

2) In the range in case of prevalently
“concave” regions.

3) 0 in case of prevalently “flat” or morpholog-
ically “indifferent” regions for all the used sizes of SE[1,

10].
In the segmented image, both large regions and small ones

were retained without an undesired loss of detail. Similar
findings were observed for nested, thin, and complex regions.
It is interesting to note that the proposed multiscale approach
seemed to have a hierarchical effect. Large regions appear to
have the same label. Also, no over-segmentation effect was
detected due to the presence of nonrelevant local minima and
local maxima, which is usual in classical segmentation by the
watershed approach.

Fig. 8 shows a comparison between the proposed approach
and classical watershed segmentation for a 100100 pixel
area of the Athens data set. The subsample is placed in
the center of Athens and is taken over a compact urban
area with an internal vegetated area (park). Subimage 1
shows the original radiometric data enhanced with min-max
histogram stretching for visualization purposes. The classical
morphological approach requires the detection of the border
of the regions, and subimage 2 is the direct application of a
morphological gradient transform (defined as the difference
between dilation and erosion) to the original data. In this
complex context, it is possible to observe that attempting
to start from edges of regions leads to the production of
“surfaces of edges,” where most of the pixels are con-
noted as “border pixels.” Another evident problem with
the classical approach is the over-segmentation generated
by nonrelevant local minima of the gradient function.
Subimage 3 shows the gradient of the filtered data where
a morphological filter was applied, defined as the opening
of the closed image with a flat SE equal to 3 3 pixels.
Consequently, the situation in subimage 3 appears to be
simpler than in subimage 2. Subimage 4 shows the results
of watershed segmentation using the gradient image in
subimage 3. Subimage 5 shows the output of the multiscale
morphological segmentation defined in (31). We can note
that the proposed approach retains a better description of the
original structural information, introducing less shape noise
than the classical watershed segmentation approach. Another
positive characteristic of the proposed method is the intrinsic
hierarchy that reduces dramatically the over-segmentation
effect. This can be detected in the case of the green area that

Fig. 7. Multiscale segmentation of the image in Fig. 6 obtained by (31). The
explored spatial domain ranges from an octagon of seven pixels (45 m) to an
octagon of 61 pixels (305 m), with ten steps of six pixels (30 m) each.

Fig. 8. Comparison of the proposed morphological segmentation approach
and classical watershed segmentation. The subimages are ordered as shown in
the middle of the bottom row. 1) Original radiometric information (IRS-1C
panchromatic sensor) after linear histogram stretching, 2) gradient of the
original data, 3) gradient of the filtered data, 4) image obtained by watershed
segmentation, and 5) image obtained by multiscale segmentation as defined in
(31).

is labeled as only one region by the proposed method but a
set of nonhomogenous regions by the classical approach.

VI. CONCLUSIONS

Morphological segmentation by the derivative of the morpho-
logical profile was proposed. The proposed method is based on
the use of residuals from opening and closing by reconstruc-
tion. In experiments, the proposed method demonstrated excel-
lent performance even where the classical morphological ap-
proach had problems. In particular, the proposed approach gives
a better shape description than the classical approach. It also re-
tains small but significant regions in images, and has an effect of
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intrinsic hierarchy that reduces dramatically the over-segmenta-
tion problem of the classical approach.

The drawback of the proposed method concerns the necessity
of looking at a range of increasing opening and closing by recon-
struction operations, which may cause a heavy computational
burden. As a consequence, for images with very large and homo-
geneous regions, it is possible that a gradient-plus-watershed ap-
proach may be more efficient, since it does not need to explore a
very wide range of different SE sizes. For the above reasons, the
method presented here is particularly suited for segmentation of
complex image scenes such as aerial or satellite images where
very thin, enveloped, and/or nested regions must be retained. It
is also well suited for images with low radiometric contrast and
relatively low spatial resolution, which produce textural effects,
border effects, and ambiguity in the object/background distinc-
tion. All these factors are critical and can lead to instability ef-
fects if segmentation methods based on the edge-detection ap-
proach are used.

Currently, our work is focused on the extension of the pro-
posed approach by improving the morphological characteristic
detection. The proposed formula for the morphological charac-
teristic assumes a “simple” behavior of the morphological pro-
file where each structure is supposed to have only one significant
derivative maximum. In more complex environments, it is pos-
sible that some structures may have more than one significant
derivative maximum. These complex environments can have a
greater explored spatial domain range, occurrence of nested re-
gions at different grey levels, and/or presence of spatial period-
icity. In these cases, it is possible to make the characteristic func-
tion more sophisticated by using any distribution-free classi-
fication procedures such as neural network classifiers.
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